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Проведён анализ эффективности моделей педагогического

измерения в условиях адаптивного тестирования. Показано, что

наиболее эффективна двухпараметрическая модель при условии

достаточного количества заданий с высокой дифференцирующей

способностью, равномерно распределённых по всему диапазону

измерений. Если указанное условие не выполняется, то предC

почтительными являются Partial Credit Model и модель Раша.
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Введение

Одним из наиболее перспективных направлений совершенствова"
ния педагогических измерений может стать адаптивное тестиро"
вание.

Традиционное тестирование основано на тестах с фиксирован"
ной последовательностью заданий. Так как испытуемые имеют раз"
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ный уровень подготовленности,
то и тестовые задания должны
варьироваться по сложности.
Очевидно, что для конкретного
студента часть заданий может
оказаться слишком лёгкой, а не"
которые задания будут для него
слишком сложными. Ответы на
такие задания мало информа"
тивны: способность «среднего»
студента правильно ответить на
простейшие задания, наряду с
неспособностью справиться с
олимпиадными задачами, не да"
ют надёжной основы для изме"
рения уровня подготовленнос"
ти этого студента.

Гораздо более информатив"
ны ответы на задания, соответ"
ствующие уровню подготовлен"
ности испытуемого. Адаптив"
ный тест приспосабливается к
возможностям испытуемого:
при правильном ответе следую"
щее задание будет чуть более
трудным, при неправильном от"
вете — более лёгким. Таким об"
разом, поддерживается пример"
ное равенство уровней подго"
товленности испытуемого и
трудности заданий θ ≈ β, а сред"
няя вероятность правильного
ответа будет близка к 0,51.

При адаптивном тестирова"
нии испытуемый с высоким
уровнем подготовки получит
набор трудных заданий, а сла"
бый студент — лёгкие задания.
Такой подход к тестированию
можно проиллюстрировать со"
ревнованиями по прыжкам в
высоту, на которых планка по"

степенно устанавливается на ту
высоту, которую спортсмен по"
тенциально способен преодо"
леть. При этом результат опре"
деляется не количеством удач"
ных попыток, а взятой высотой.

Постановка проблемы

Основная идея адаптивного те"
стирования заключается в том,
чтобы получить максимум ин"
формации об уровне подготов"
ленности испытуемого путём
подбора наиболее подходящих
для этого заданий. За счёт это"
го можно существенно повы"
сить точность и надёжность пе"
дагогического измерения или
при той же точности сократить
время тестирования. Так, тех"
нология адаптивного тестиро"
вания позволяет корпорации
Microsoft при сертификации
специалистов уменьшать коли"
чество заданий теста на 60%,
существенно сокращая время
тестирования2.

Однако количество инфор"
мации, полученное из ответов на
задания теста, зависит не только
от соответствия уровня их слож"
ности подготовленности испы"
туемого, но и от выбранной ма"
тематической модели педагоги"
ческого измерения. Закономер"
но возникает вопрос: какая из
моделей работает наиболее эф"
фективно именно в условиях
адаптивного тестирования?
Данная статья является попыт"

измерения
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кой автора дать ответ на этот
вопрос.

Анализ
информационной
функции базовых
моделей
педагогического
измерения

Чем больше информации, тем
точнее наши сведения, т.е. меньше
ошибка. Другими словами, увели"
чение количества информации оз"
начает повышение эффективнос"
ти тестирования, так как сокраща"
ет время тестирования при равной
точности педагогического измере"
ния. В Item Response Theory (IRT)
количеством информации3 назы"
вают величину, обратную диспер"
сии ошибок, а информационной
функцией — соответствующую
аналитическую зависимость:

(1)

Для трёх базовых моделей
IRT4,5 количество информации
рассчитывается по формуле:

(2)

где   – стандартная ошибка
уровня подготовленности i"го
испытуемого; m — количество
тестовых заданий; Pij — вероят"
ность правильного ответа i"го

тестируемого на j"е задание; aj и
cj — дифференцирующая спо"
собность и параметр коррекции
на угадывание правильного от"
вета j"го задания.

Для одного задания выра"
жение (2) примет вид:

(3)

В модели Г.Раша aj =1, а
cj = 0, что приводит к следующей
аналитической зависимости:

(4)

Из формулы (4) следует,
что количество информации
максимально при вероятности
правильного ответа Р = 0,5:

Максимум количества ин"
формации равен Imax = 0,25
(рис. 1) и соответствует равен"
ству уровня подготовленности
испытуемого и уровня труднос"
ти задания θ = β (или θ – β = 0):

Информативность заданий,
существенно отличающихся  по
уровню трудности от уровня
подготовленности испытуемого

51 ’  2 0 1 1

Количество информа"
ции — показатель, ха"
рактеризующий умень"
шение неопределённос"
ти состояния системы.

Baker F.B.
The Basics of Item
Response Theory. 2 ed.,
ERIC Clearinghouse on
Assessment and
Evaluation, Madison,
Wisconsin, 2001. 172 p.

Деменчёнок О.Г.
Компьютерная програм"
ма для подбора параме"
тров основных моделей
IRT. // Педагогические
измерения, № 2, 2008.
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(правый и левый конец графика
на рис. 1.), почти нулевая. Дей"
ствительно, способность испы"
туемого решать очень простые
задания (θ много больше β) или
неудачи в решении заданий по"
вышенной сложности (θ значи"
тельно меньше β)  мало инфор"
мативны, так как не дают воз"
можности уточнить уровень
подготовленности тестируемого.

Для двухпараметрической
модели (cj = 0) выражение (3)
примет вид:

(5)

Нетрудно заметить, что и в
этом случае максимум количе"

ства информации достигается
при Р = 0,5 и равенстве уровня
подготовленности испытуемого
и уровня трудности задания
θ = β (рис. 2):

(6)

Однако максимальное зна"
чение равно 0,25a2, т.е. в зависи"
мости от величины дифферен"
цирующей способности задания
a максимум может оказаться
больше соответствующего зна"
чения для модели Раша (при
a > 1) или меньше его (при
0 < a < 1).

Например, при дифферен"
цирующей способности зада"
ния a = 2 максимум количест"
ва информации равен
Imax = 0,25·22 = 1, а при a = 0,5

измерения
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Рис. 1. Зависимость количества информации от разности уровня
подготовленности испытуемого и уровня трудности задания для

модели Раша
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Imax = 0,25·0,52 = 0,0625. Та"
ким образом, количество ин"
формации существенно зави"
сит от дифференцирующей
способности задания. При
адаптивном тестировании до"
стигается примерное равенство
уровня подготовленности ис"
пытуемого и уровня трудности
задания q » b, а количество ин"
формации близко к максимуму.
Если выбирать задания с диф"
ференцирующей способностью
более единицы  a > 1, двухпара"
метрическая модель окажется
эффективнее модели Раша.

По трёхпараметрической
модели вероятность правильно"
го ответа тестируемого равна6:

(7)

Выясним влияние парамет"
ра коррекции на угадывание
правильного ответа на количе"
ство информации. Используя
уравнения (3) и (7), проведём
расчёты при фиксированном
значении дифференцирующей
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Рис. 2. Зависимость количества информации от разности уровня
подготовленности испытуемого и уровня трудности задания для

двухпараметрической модели: 
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способности задания a = 1 и
значениях параметра коррек"
ции на угадывание правильного
ответа с = 0; 0,2 и 0,4 (результа"
ты приведены на рис. 3).

Расчёты показывают, что
увеличение параметра коррек"
ции на угадывание правильного
ответа снижает информатив"
ность ответа:
• при с = 0 максимальное зна"
чение количества информации
равно 0,25;
• при с = 0,2   Imax = 0,17;
• при с = 0,4   Imax = 0,11.

Коррекция на угадывание
правильного ответа во мно"
гом «съедаёт» повышение ин"
формативности ответа за

счёт высокой дифференциру"
ющей способности задания
(рис. 4).

Так, при значении диффе"
ренцирующей способности
a = 2:
• при с = 0 максимальное зна"
чение количества информации
равно 1;
• при с = 0,2   Imax=0,68;
• при с = 0,4   Imax=0,44.

Таким образом, усложнение
модели измерения путём введе"
ния третьего параметра — кор"
рекции на угадывание правиль"
ного ответа — снижает эффек"
тивность измерения по сравне"
нию с двухпараметрической
моделью.

измерения
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Рис. 3. Зависимость количества информации от разности уровня
подготовленности испытуемого и уровня трудности задания для

трёхпараметрической модели при a = 1: 
––––––––– — с = 0; — – — – — – — с = 0,2; — · — · — · — — с = 0,4
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Анализ
информационной
функции Partial
Credit Model

Рассмотренные выше математи"
ческие модели педагогических
измерений применимы только в
тех случаях, когда результат вы"
полнения тестового задания
оценивается нулём («непра"
вильно») или одним баллом

(«правильно»). Эти модели ли"
шены возможности учёта час"
тично или не полностью пра"
вильных ответов.

От этого ограничения сво"
бодны модели с градацией сте"
пени правильности ответа. В та"
ких моделях за одно и то же за"
дание можно получить разное
количество баллов, в зависимо"
сти от полноты и правильности
решения.

91 ’  2 0 1 1
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Рис. 4. Зависимость количества информации от разности уровня
подготовленности испытуемого и уровня трудности задания 

для трёхпараметрической модели при a = 2: ––––––––– — с = 0;
— – — – — – — с = 0,2; — · — · — · — — с = 0,4
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Partial Credit Model
(PCM) — это наиболее извест"
ная модификация модели Раша
для тестовых заданий с града"
цией степени правильности от"
вета. Эта модель выражается
аналитической зависимостью7:

(8)

где pijх — вероятность достиже"
ния тестируемым результата xij
(т.е. того, что тестируемый i вы"
полнит ровно x шагов и получит
х баллов в задании j); х = 0, 1 …
... xij … xmax j — количество ша"
гов; xmax j — максимально воз"
можное количество баллов за 

задание j; 

Количество информации
для Partial Credit Model8:

(9)

или для одного тестового зада"
ния:

(10)

Например, для заданий,
максимально оцениваемых дву"
мя и тремя баллами, уравнение
(10) принимает вид:

(11)

(12)

Количество информации
для анализа заданий с большим
количеством градаций степени
правильности ответа находится
аналогичным образом.

Начнём анализ с заданий,
максимальная оценка за кото"
рые равна двум баллам. Коли"
чество информации существен"
но зависит от близости уровней
трудности шагов задания и
уровня подготовленности ис"
пытуемого: чем они ближе, тем
больше получаемое при тести"
ровании количество информа"
ции (рис. 5).

Теоретический максимум
близок к 0,67:
• при уровнях трудности пер"
вого и второго шага b1 = –0,1 и
b2 = 0,1 максимальное значение
количества информации Imax
равно 0,64;
• при β1 = –1 и β2 = 1 Imax = 0,41;
• при β1 = 1 и β2 = 4   Imax = 0,31.

Увеличение количества
градаций степени правильно"
сти ответа, равного макси"
мальному баллу задания, по"
вышает информативность
(рис. 6).

Для трёхбалльного задания
теоретический максимум ин"
формации близок к 1,25:
• при уровнях трудности пер"
вого, второго и третьего шага
соответственно β1 = –0,1;  β2 = 0
и β3 = 0,1 максимальное значение

измерения
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Рис. 5. Зависимость количества информации двухбалльного 
задания PCM от уровня подготовленности испытуемого: 

––––––––– — при β1 = –0,1 и β2 = 0,1; — – — – — —  при β1= –1 
и β2 = 1; — · — · — · — — при β1 = 1 и β2 = 4

Рис. 6. Зависимость количества информации трёхбалльного зада�
ния PCM от уровня подготовленности испытуемого: 

–––––––– — при β1= –0,1;  β2 = 0 и β3 = 0,1; — – — – — при β1 = –1,
β2 = 0 и β3 = 1; — · — · — · — при β1 = 1,  β2 = 3 и β3 = 4
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количества информации Imax
равно 1,2;
• при β1 = –1,  β2 = 0 и β3 = 1
Imax = 0,79;
• при β1 = 1,  β2 = 3 и β3 = 4
Imax = 0,64.

Теоретически количество
градаций степени правильности
ответа не ограничено, но в прак"
тике педагогического тестиро"
вания это число обычно не пре"
вышает четырёх. Поэтому были
проведены расчёты для четырёх
балльного задания (рис. 7).

Для четырёхбалльного за"
дания теоретический максимум
близок к 2:
• при β1 = –0,2; β2 = –0,1;
β3 = 0,1 и β4 = 0,2         Imax= 1,8;

• при β1 = –2,  β2 = –1, β3 = 1 и
β4 = 2          Imax = 0,65;
• при β1 = –1, β2 = 1, β3 = 3 и
β4 = 5  Imax=0,5.

Таким образом, увеличение
числа градацией степени пра"
вильности ответа на тестовое
задание в модели PCM сущест"
венно повышает информаци"
онную ценность ответов по
сравнению с базовой моделью
Раша:
• максимум количества инфор"
мации для двухбалльного зада"
ния больше максимума инфор"
мационной функции модели
Раша в 2,68 раза;
• для трёхбалльного задания —
в 5 раз;

измерения

ПЕД

12 1 ’  2 0 1 1

Рис. 7. Зависимость количества информации четырёхбалльного 
задания PCM от уровня подготовленности испытуемого: 

–––––– — при β1 = –0,2;  β2 = –0,1; β3= 0,1 и β4 = 0,2;
— – — – — при β1 = –2,  β2 = –1, β3 = 1 и β4 = 2;
— · — · — · —  при β1= –1, β2 = 1, β3 = 3 и β4 = 5
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• для четырёхбалльного зада"
ния — в 8 раз.

Необходимо сделать важ"
ное замечание: теоретический
максимум количества инфор"
мации может быть получен
при почти совпадающих значе"
ниях уровня подготовленности
испытуемого и уровней труд"
ности шагов задания — разли"
чие не более 0,0001 логита.
Например, для двухбалльного
задания θ = 0, β1 = –0,0001 и
β2 = 0,0001. Уровни трудности
шагов взаимно независимы,
так как знание одного из этих
уровней не даёт возможности
однозначно определить ос"
тальные уровни. Поэтому мы
вправе считать различие меж"
ду уровнями β1 и β2 случайной

величиной. Тогда вероятность
практического совпадения зна"
чений уровня подготовленнос"
ти испытуемого и уровней
трудности шагов задания близ"
ка к нулю, т.е. теоретический
максимум количества инфор"
мации не может быть отправ"
ной точкой для оценки эффек"
тивности адаптивного тестиро"
вания. Но даже с учётом этого
замечания модель PCM пре"
восходит модель Раша, по"
скольку даже при значитель"
ном расхождении уровня под"
готовленности испытуемого и
уровней трудности заданий ко"
личество информации больше
максимума информационной
функции модели Раша в
1,7–3,3 раза (см. табл. 1).

131 ’  2 0 1 1

М е т о д о л о г и я
М е т о д о л о г и я

Kоличество информации

Модель
Раша

Двухпараметри"
ческая модель

Partial Credit Model

двухбалль"
ное задание

трёхбал"
льное

четырёх"
балльное

Максимальное
значение

0,25 0,25a2   0,67   1,25   2

Незначительное
расхождение уров"
ня подготовлен"
ности испытуемо"
го и уровней труд"
ности заданий (0,1
логита)

0,249 0,644 1,2 1,901

Значительное рас"
хождение уровня
подготовленности
испытуемого и
уровней труднос"
ти заданий (1 логит)

0,197 0,424 0,788 0,837

Таблица 1

( )
2 0,1

20,11

a

a

a e
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( )
2

2
1

a
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a e
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Конкурс моделей

Трёхпараметрическую модель
можно исключить из конкурса
моделей: как было показано вы"
ше, она уступает двухпараметри"
ческой модели по информацион"
ной ценности ответов. Для вы"
явления наиболее подходящих
моделей по критерию информа"
тивности тестирования сведём
полученные данные в табл. 1.

Сначала сравним модель
Раша и двухпараметрическую
модель. Например, при диффе"
ренцирующей способности за"
дания a = 3:
• максимум количества инфор"
мации для двухпараметричес"
кой модели в 9 раз больше мак"
симума для модели Раша
Imax = 0,25·32 = 2,25;
• при незначительном расхож"
дении уровня подготовленнос"
ти испытуемого и уровня труд"
ности задания (0,1 логита)
двухпараметрическая модель
позволит получить информа"
ции в 8,8 раза больше, чем мо"
дель Раша;
• если уровни различаются на 1
логит, то количество информа"
ции для двухпараметрической
модели больше в 2,1 раза.

Однако ситуация карди"
нально меняется при диффе"
ренцирующей способности за"
дания менее единицы. Так, при
дифференцирующей способно"
сти задания a = 0,3:
• максимум количества инфор"
мации для двухпараметричес"

кой модели в 11 раз меньше
максимума для модели Раша
Imax = 0,25·0,32 = 0,0225;
• при расхождении уровня под"
готовленности испытуемого и
уровня трудности задания 0,1
логита информативность ответа
по модели Раша в 11 раз боль"
ше, чем по двухпараметричес"
кой модели;
• если уровни различаются на
1 логит, то количество инфор"
мации для двухпараметричес"
кой модели меньше в 9 раз.

Чтобы гарантировать эф"
фективность двухпараметричес"
кой модели при адаптивном тес"
тировании необходимы тестовые
задания разных уровней трудно"
сти с высокой дифференцирую"
щей способностью. Однако диф"
ференцирующую способность
заданий невозможно задать на
этапе разработки теста — её мож"
но определить только путём об"
работки результатов выполне"
ния теста достаточно репрезен"
тативной группой испытуемых.

Если гипотетически счи"
тать, что количество заданий те"
ста не ограничено, то для каж"
дого уровня подготовленности
испытуемого можно выбрать
достаточно заданий с высокой
дифференцирующей способно"
стью, что означает преимущест"
во двухпараметрической моде"
ли. Но реальное распределение
параметров заданий конкретно"
го теста может оказаться таким,
что преимущество получит мо"
дель Раша.

измерения

ПЕД

14 1 ’  2 0 1 1
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Влияние распределения
параметров заданий можно
наглядно проиллюстрировать
результатами тестирования
школьников Красноярского
края по русскому языку и ма"
тематике (данные предостав"
лены краевым государственным
бюджетным специализирован"
ным учреждением «Центр оцен"
ки качества образования»,
г. Красноярск). Расчёты прове"
дены с помощью компьютерной
программы Estimate3PL (сайт
www.asksystem.narod.ru). Боль"
шое количество испытуемых
(свыше 22 тысяч) предопреде"
лило высокую точность оценки
параметров тестовых заданий.
Распределение параметров тес"
товых заданий и информацион"
ная функция теста приведены
на рис. 8.

Тест по русскому языку со"
стоит из 40 заданий низкого и
среднего уровня трудности (па"
раметры заданий обозначены
маркерами на рис. 8а). Ввиду
того, что, дифференцирующая
способность тестовых заданий
оказалась близка к единице
(среднее значение аср = 1,03),
информационные функции тес"
та, соответствующие модели Ра"
ша и двухпараметрической мо"
дели почти совпадают (сплош"
ная и пунктирная линии на
рис. 8а). В правой части графи"
ка обе линии близки к нулю, что
означает низкую точность ре"
зультатов тестирования хорошо
подготовленных школьников.

Тест по математике тоже
включает задания невысокого
уровня трудности (всего 31 зада"
ние, рис. 8б). Однако дифферен"
цирующая способность заданий
оказалась выше, благодаря чему
максимум информационной
функции двухпараметрической
модели почти в два раза превы"
сил максимум информационной
функции модели Раша. А справа
и слева от максимума двухпара"
метрическая модель проигрыва"
ет (пунктирная линия ниже
сплошной). Это означает, что
участки диапазона измерений,
на которых мало заданий и
(или) задания имеют низкую
дифференцирующую способ"
ность, являются для двухпара"
метрической модели весьма про"
блемными, так как информаци"
онная ценность ответов очень
мала. Если уровень подготов"
ленности испытуемого соответ"
ствует такому проблемному уча"
стку диапазона измерений, то
двухпараметрическая модель
получает значительно меньше
информации, и точность измере"
ния резко падает. У модели Раша
точность снижается медленнее.

Partial Credit Model

Как показано выше, Partial
Credit Model эффективнее мо"
дели Раша, так как в равных ус"
ловиях позволяет получить
больше информации о качестве
измерения (см. табл. 1).

151 ’  2 0 1 1

М е т о д о л о г и я
М е т о д о л о г и я
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Однако сопоставление
PCM и двухпараметрической
модели не приводит к столь
однозначному ответу (табл. 2):

• при наличии заданий нужно"
го уровня трудности с высокой
дифференцирующей способно"
стью (а = 3) более предпочти"

измерения

ПЕД

16 1 ’  2 0 1 1

а)

б)

Рис. 8. Распределение параметров тестовых заданий и информа�
ционная функция тестов по русскому языку (а) и математике (б):

• — уровень трудности β и дифференцирующая способность а тес�
тового задания; ––––––––– — информационная функция теста по
модели Раша; — – — – — – — информационная функция теста по

двухпараметрической модели
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тельной является двухпарамет"
рическая модель. В этом случае
и максимум количества инфор"
мации, и количество информа"
ции при незначительном рас"
хождении уровня подготовлен"
ности испытуемого и уровней
трудности заданий двухпараме"
трической модели превышает
аналогичные показатели моде"
ли PCM (выделено в табл.2
жирным шрифтом);
• при низкой дифференцирую"
щей способности заданий (а =
0,3) двухпараметрическая мо"
дель безоговорочно проигрыва"
ет: получаемое количество ин"
формации в десятки раз ниже,
чем у модели PCM;
• если уровень трудности зада"
ния существенно отличается от
уровня подготовленности испы"

туемого (т.е. нет подходящих по
уровню трудности заданий), то
двухпараметрическая модель
также проигрывает. Даже высо"
кая дифференцирующая спо"
собность заданий в этом случае
не помогает  (нижняя строка
табл. 2).

Выводы

1. Тип математической модели
оказывает существенное влия"
ние на эффективность адаптив"
ного тестирования.
2. Наиболее эффективной в ус"
ловиях адаптивного тестирова"
ния является двухпараметриче"
ская модель, при условии доста"
точного количества заданий с
высокой дифференцирующей

171 ’  2 0 1 1

М е т о д о л о г и я
М е т о д о л о г и я

Kоличество информации

Двухпараметрическая
модель

Partial Credit Model

а = 0,3 а = 3
Двухбалль"
ное задание

трёхбалль"
ное

четырёх"
балльное

Максимальное
значение

0,0225 2,25   0,67   1,25   2

Незначительное
расхождение уров"
ня подготовлен"
ности испытуемо"
го и уровней труд"
ности заданий (0,1
логита)

0,0225 2,20 0,644 1,2 1,901

Значительное рас"
хождение уровня
подготовленности
испытуемого и
уровней труднос"
ти заданий (1 логит)

0,0220 0,41 0,424 0,788 0,837

Таблица 2
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способностью, равномерно рас"
пределённых по всему диапазо"
ну измерения уровня подготов"
ленности испытуемых.
3. Модель PCM и модель Раша
являются предпочтительными,
если указанное выше условие
не выполняется, т.е.:
• при малом количестве тесто"
вых заданий;

• при наличии участков диапа"
зона измерений, на которых ма"
ло заданий и (или) задания
имеют низкую дифференциру"
ющую способность.
4. По эффективности адаптив"
ного тестирования трёхпараме"
трическая модель уступает
двухпараметрической, а модель
Раша — модели PCM.

измерения

ПЕД
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